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Figure 1: In this work, we propose TextCLIP, a unified framework for text-guided image generation and manipulation without
adversarial training. On the left is the comparison between TextCLIP and baseline [42] on image generation task, on the right
are the results of TextCLIP on image manipulation task.

ABSTRACT
Text-guided image generation refers to the generation of a corre-
sponding image based on a specified text, while text-guided image
manipulation refers to semantically edit parts of a given image
based on a specified text. For these two similar tasks, the key point
is to ensure image fidelity as well as semantic consistency. Many
current approaches require complex multi-stage generation and
adversarial training, while struggling to provide a unified frame-
work for both tasks. In this work, we propose TextCLIP, a unified
framework for text-guided image generation and manipulation
without adversarial training. The proposed method accepts input
from images or random noise corresponding to these two differ-
ent tasks, and under the condition of a specific text, a carefully
designed mapping network that exploits the powerful generative
capabilities of StyleGAN and the text image representation capabil-
ities of Contrastive Language-Image Pre-training (CLIP) generates
images of up to 1024 × 1024 resolution that can currently be gener-
ated. Extensive experiments on the Multi-modal CelebA-HQ dataset
have demonstrated that our proposed method outperforms existing
state-of-the-art methods, both on text-guided generation tasks and
manipulation tasks.

CCS CONCEPTS
• Computing methodologies→ Computer vision.

KEYWORDS
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1 INTRODUCTION
Text-guided image generation andmanipulation has recently gained
significant attention and made some progress in the field of com-
puter vision [8, 26, 29, 42, 46]. Text-guided image generation and
manipulation require the generation or modification of images
based on specified text, which is two complex cross-modal tasks.
Text and images belong to two different modalities, and cross-modal
data operation is difficult. For the task of text-guided image genera-
tion, Reed et al. [30] first proposed text-guided image generation
using adversarial generative networks [11] and generated more
research on text-guided image generation [12, 23, 40, 45–48, 52, 54].
The generated image needs to not only produce a sufficiently re-
alistic image, but also be semantically consistent with the corre-
sponding text. Some previous research has focused on multi-stage
generation, where multiple low-quality images are first generated
to produce high-quality images, which means that multiple genera-
tors and discriminators need to work together. These efforts require
a tedious multi-stage generation process and complex adversarial
training, which is very time-consuming and difficult to train. For
other recent works [8, 29, 42, 46], some of them have much room
for improvement in the quality of the generated images, while the
others require a large number of training parameters or training
data, making training too expensive.



Table 1: Comparison of Different Text-Guided Image Generation Models.

Method AttnGAN [45] ControlGAN [23] DAE-GAN [32] XMC-GAN [46] TediGAN [42] TextCLIP

One Generator - - - ✓ ✓ ✓
Single Model ✓ ✓ ✓ ✓ - ✓

High Resolution - - - - ✓ ✓
Manipulation - ✓ - - ✓ ✓
Open World - - - - ✓ ✓

w/o Adversarial Training - - - - ✓ ✓

For text-guided image manipulation task [5, 14, 17, 35, 51], the
corresponding image needs to be modified according to the spec-
ified text. It is important to note that the areas of the image that
are semantically irrelevant to the specified text should be kept as
close as possible to the original image, and only those areas of the
image that are semantically relevant should be modified.TediGAN
[42] is the first work to provide text-guided image generation and
manipulation by exploiting the semantic properties of the latent
space of GAN. However, the performance of TediGAN has much
room for improvement.

StyleGAN [19–22] is now state-of-the-art generative adversarial
networks with powerful image generation capabilities, providing re-
alistic images at resolutions up to 1024×1024, andmore importantly,
StyleGAN’s latent space with good semantic performance and un-
raveling capabilities. The latent space of StyleGAN has been the
subject of much recent research progress [1, 34, 41], which has sig-
nificantly advanced several fields. Contrastive Language-Image Pre-
training (CLIP) [28] is a powerful multimodal pretrained model that
provides powerful text image representation capabilities and can
be used as a supervisor for cross-modal tasks to achieve semantic-
visual alignment. Somemeaningful works based on pretrained Style-
GAN and CLIP have been born recently [2, 3, 10, 25, 26, 33, 43, 50].

In this work, we propose TexCLIP, a unified framework for text-
guided image generation and manipulation without adversarial
training, which doesn’t require the complex multi-stage generation
and tedious adversarial training and outperforms extant state-of-
the-art methods in two tasks. First, either random noise or images
are used as input, with the random noise corresponding to the
text-guided image generation task and the images corresponding to
the text-guided image manipulation. Using a pre-trained encoder,
the input is transformed into𝑤0, which is used as the initial latent
code.𝑤0 is then subjected to a level-channel mapper with two parts:
(a) level mapper: from coarse to fine, divided into three separate
networks (coarse, medium, fine), each mapping a part of the initial
latent code𝑤0. (b) channel mapper: consists of 18 style modulation
networks. The final mapping latent code 𝑤𝑡 is obtained by level-
channel mapper, which is then processed differently with the initial
latent code 𝑤0 for different tasks to obtain the final latent code
𝑤𝑠 . 𝑤𝑠 is used as input to the generator of StyleGAN to obtain
the final image. Table 1 shows how our method compares with
other methods. Compared with other text-guided image generation
methods, our proposed method is able to produce high-resolution
images, support manipulation of images and accept open-world text
as input without the need for adversarial training and multi-stage
generation. In contrast to TediGAN [42], we do not need to train
different models for different texts.

In summary, this work consists of the following main contribu-
tions:

• For the two distinct tasks of text-guided image generation
and text-guided image manipulation, we propose TextCLIP,
a unified framework that enables text-guided image genera-
tion and manipulation without the need for complex adver-
sarial training.

• We propose level-channel mapper that uses text as a condi-
tion to semantically map the initial latent code to the latent
space W+ [1] of StyleGAN. Compared to previous work Te-
diGAN [42], level-channel mapper does not require training
different networks for different text conditions.

• Extensive qualitative and quantitative studies have shown
that our proposed TextCLIP outperforms existing state-of-
the-art methods on these two different tasks.

2 RELATEDWORK
2.1 Text-Guided Image Generation
We have divided previous work on text-guided image generation
into two categories. The first category is multi-stage generative
models, where multiple generators and discriminators need to be
used to complete the text-guided image generationwork. StackGAN
[47] was the first multi-stage generative model that used multiple
generators and discriminators to first generate low-quality images
and then generate high-quality images. Later StackGAN++ [48]
implemented end-to-end training based on StackGAN to generate
higher quality images. AttnGAN [45] introduced an attention mech-
anism to achieve word-level image generation, generating more
realistic and realistic high-quality images; in addition, the proposed
Deep Attention Multimodal Similarity Model (DAMSM) to compute
the similarity of image-text pairs. DM-GAN [54] ugenerates a low-
resolution initial image with a smaller model size, and then uses
dynamic memory networks to purify the initial image to produce
a more realistic image. Much subsequent work, optimised on the
basis of AttnGAN, has achieved higher quality image generation
with more accurate semantic alignment [4, 23, 27, 32].ControlGAN
[23] proposes an innovative multi-stage generation architecture
and introduces perceptual loss to solve the problem that if some
words in a sentence are changed during text-guided image genera-
tion, the composite image will be very different from the original
image.MirrorGAN [27] is inspired by CycleGAN [53] and reduces
the generated images to text, further improving the quality of the
generated images. DAE- GAN [32] takes into account the ’aspect’
information of the input text and incorporates it into themulti-stage
generation process.



The woman has long hair and double eyelids

The man has white skin and no beard
Figure 2: Diverse text-guided image generation results. On
the same text conditions, TextCLIP can generate multiple
images at 1024 × 1024 resolution.

The second category is represented by XMC-GAN [46] and
DALL-E [29]. XMC-GAN [46] uses contrast learning as supervi-
sion, takes into account image text contrast loss, true-false image
contrast loss, and image region word contrast loss, and uses modula-
tion layers to build a single-stage generative network that achieves
state-of-the-art performance on several public dataset. DALL-E
[29] trains a large number of text-image pairs on a Transformer
with 12 billion network parameters, achieving zero-s hot genera-
tion. CogView [8] is similar to DALL-E in that it trains a Trans-
former [38] with 4 billion network parameters to autoregressively
model images and text, achieving stronger zero-sample generation.
TediGAN-A [44] uses a pretrained StyleGAN with a GAN inverse
module, a visual semantic similarity module, and an instance-level
optimization module to perform an optimized search in the latent
space, resulting in text-guided image generation. TediGAN-B [43]
improves the performance of TediGAN-A by using a pretrained
image inversion model and CLIP [28].

2.2 Text-Guided Image Manipulation
ManiGAN [24] is a multi-stage text-guided image manipulation
work using multiple generators and discriminators and has demon-
strated good performance on the CUB and COCO datasets. Style-
CLIP [26] provides three different methods for text-guided image
manipulation, including optimizers, mappers and global direction.
The mapper requires training a model with different parameters
for different text conditions and is an inflexible approach for prac-
tical applications. The optimizer and global direction approaches
require inference on different instances each time and take longer
to infer. Our proposed TextCLIP differs from previous work in that
we propose a more flexible way to perform text-guided image ma-
nipulation and achieve higher quality image manipulation. Instead
of training a different model for each text, TextCLIP can use the
trained model to generate results directly based on the image and
text conditions, without excessive inference time.For example, we
can train a model for the same class of text conditions, e.g. a model

trained about skin color can perform inference on dark skin, white
skin, red skin, etc.

2.3 StyleGAN And CLIP
StyleGAN [19–22] is an excellent tool for image generation and is
state-of-the-art work in the field of adversarial generative networks.
StyleGAN’s input is mapped to the latent space by processing eight
fully connected layers, which are then fed into the StyleGAN gener-
ator. The StyleGAN generator has 18 layers, with every two layers
corresponding to a resolution from 2 to 1024. Each layer of the
generator of StyleGAN accepts a 512-dimensional latent code as
input. Due to the good semantic properties of the latent space of
StyleGAN, many extensions on the latent space of StyleGAN have
been born recently, such asW+ and S space, and these researches
are good to enhance the applications of StyleGAN. The W+ space
of StyleGAN consists of 18 512-dimensional latent codes, each cor-
responding to one of the layers of StyleGAN generator and serving
as its input. The excellent performance of StyleGAN’sW+ space
has driven advances in the field of GAN inversion. GAN inversion
work [6, 9, 16, 31, 37, 39, 52] can well invert images into the W+
space of StyleGAN, thus facilitating semantic editing of images.
Contrastive Language-Image Pre-training (CLIP) [28] trains a large
number of image-text pairs, providing a powerful image-text repre-
sentation. By encoding the image and text into the space of CLIP,
the similarity of the image text can be quantified.

3 THE TEXTCLIP FRAMEWORK
Based on the powerful image generation capability of StyleGAN
[22] and the cross-modal text-image representation capability of
CLIP [28], we propose TextCLIP, a unified approach for text-guided
image generation and manipulation. We divide TextCLIP into three
stages:

• Stage 1. Using a pretrained encoder, the image or random
noise is mapped to the W+ [1] space of StyleGAN model
pretrained on the FFHQ dataset [21] to obtain an initial latent
code𝑤0.

• Stage 2. The initial latent code 𝑤0 is passed through the
level-channel mapper to obtain the mapping latent code𝑤𝑡 .

• Stage 3. The mapping latent code𝑤𝑡 is then processed dif-
ferently with the initial latent code 𝑤0 depending on the
task to obtain the style latent code𝑤𝑠 , which is the input of
the generator of a pretrained StyleGAN to obtain the final
image.

3.1 Overview
The global framework is shown in Figure 3. TextCLIP supports
either random noise or image as input (random noise for text-
guided image generation task and image for text-guided image
manipulation task), and we use a pretrained encoder to map the
input to the latent space W+ of StyleGAN1. For image, we use
e4e [37] as the pretrained encoder; for random noise, we use a
pretrained mapping network in StyleGAN [22] as encoder. the
process can be formulated as:

𝑤0 = 𝐸 (𝑔0), (1)
1In our experiments, we actually use StyleGAN2 [22].
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Figure 3: The framework of TextCLIP. The level mappers 𝑀𝑐 , 𝑀𝑚, 𝑀𝑓 consist of several fully connected layers that take a part
of𝑤0 as input. There are a total of 18 channel mappers, each taking 𝑡 encoded by the CLIP text encoder and the output of the
corresponding level mapper as input. The outputs of the 18 channel mappers are concatenated to form𝑤𝑡 .𝑤𝑡 is then processed
differently for different tasks to obtain𝑤𝑠 .𝑤𝑠 is used as input of the pretrained StyleGAN generator to obtain the final image.

where 𝑔0 represents the initial input,𝑤0 represents the initial latent
code mapped to theW+ space of StyleGAN and 𝐸 represents the
pretrained encoder. The obtained initial latent code is then passed
through the level-channel mapper to obtain the mapping latent
code𝑤𝑡 , the mathematical equation of which is shown below:

𝑤𝑡 = 𝐹𝐿𝐶𝑀 (𝑤0), (2)

where 𝐹𝐿𝐶𝑀 denotes the level-channel mapper. Next, we do differ-
ent things depending on the task. For text-guided image generation
task:

𝑤𝑠 = 𝑤𝑡 , (3)
For text-guided image manipulation task:

𝑤𝑠 = 0.1𝑤𝑡 +𝑤0, (4)

where the style latent code 𝑤𝑠 is used as the input of StyleGAN
generator to obtain the final image 𝑔𝑠 . The mathematical equation
is shown below:

𝑔𝑠 = 𝐺 (𝑤𝑠 ), (5)
where 𝐺 denotes the generator of a pretrained StyleGAN,𝑤0,𝑤𝑡

and𝑤𝑠 ∈ W+.

3.2 Level-Channel Mapper
The level-channel mapper consists of two parts: the level mapper
and the channel mapper.

3.2.1 Level Mapper. Many previous studies have shown that
different layers of StyleGAN generator control different attributes,
so from coarse to fine we divided the layers of StyleGAN generator

into three parts (coarse, medium, fine). In the same way we divided
the input latent code𝑤0 into three parts, as follows:

𝑤0 = (𝑤𝑐
0,𝑤

𝑚
0 ,𝑤

𝑓

0 ), (6)

For each part, we design a network consisting of several fully
connected layers, each of which is followed by operations such as
layernorm and leaklyrelu. This is shown below:

𝑀 (𝑤0) = (𝑀𝑐 (𝑤𝑐
0), 𝑀

𝑚 (𝑤𝑚
0 ), 𝑀 𝑓 (𝑤 𝑓

0 )) . (7)

In practice, we can train only one sub-network of𝑀 . Doing so
allows us to change only the relevant image attributes and not some
irrelevant ones.

As shown in Table 2, experimental results show that each layer
of StyleGAN [22] controls different attributes, such as eye, hair
color, age, face color, and other attributes. After our division, the
coarse level controls attributes such as nose, head shape, lips, and
hair length; the middle level controls attributes such as hair and
face color; and the fine level controls age, gender and some micro
attributes.

3.2.2 Channel Mapper. We design a channel mapper for each
layer of a StyleGAN generator. There are 18 channel mappers in
total.𝑀𝑐 corresponds to 4 channel mappers,𝑀𝑚to 4 channel map-
pers and𝑀 𝑓 to 10 channel mappers. For each channel mapper, it
takes the output from the corresponding level mapper and the text
code 𝑡 encoded by the CLIP [28] text encoder as input. As shown
in Figure 4, the text is first encoded by CLIP text encoder to obtain
text conditional code 𝑡 . 𝑡 modulates the input that comes from the
corresponding level mapper after processing in two fully connected
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Figure 4: The structure of channel mapper.𝑡 is the text vector
encoded by the CLIP text encoder. 𝑐𝑖 is the input of the ith
channel mapper and comes from the corresponding level
mapper.

layers. The mathematical form is shown below:

𝑐 ′𝑖 = 𝑐𝑖 + 𝐹1 (𝑡)𝑐𝑖 + 𝐹2 (𝑡), 𝑖 = 0, 1, ..., 17, (8)

where 𝐹1 and 𝐹2 are two networks designed by fully connected
layers,𝑐𝑖 is the input of layer 𝑖 . Finally, the resulting 18 channel
styles are concatenated to obtain the final style latent code𝑤𝑠 . The
mathematical form shown below:

𝑤𝑠 = 𝐶𝑜𝑛𝑐𝑎𝑡 (𝑐 ′0, 𝑐
′
1, 𝑐

′
2, ..., 𝑐

′
17), (9)

where 𝐶𝑜𝑛𝑐𝑎𝑡 means that the outputs of the 18 channel mappers
are sequentially concatenated together.

3.3 Loss Function
3.3.1 Semantic Loss. An important aspect of text-guided image
generation and manipulation is the need to ensure that the gen-
erated images are semantically consistent with the corresponding
text. For this consideration, we propose semantic loss. The text
and image are first encoded separately using CLIP [28] pretrained
encoder, and then the result is computed as the cosine similarity to
obtain the semantic loss.

L𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 = 1 − 𝑐𝑜𝑠 (𝑡, 𝐹𝑖𝑚𝑔 (𝐺 (𝑤𝑠 ))), (10)

where 𝐹𝑖𝑚𝑔 represents the pretrained image encoder of CLIP, 𝑡 is the
text vector obtained by processing the CLIP text encoder, and 𝑐𝑜𝑠
represents the cosine similarity calculation, L𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 represents
semantic loss.

3.3.2 Identity Loss. We need to ensure that the generated image
is identical to the original facial identity, so we introduce identity
loss as follows:

L𝐼𝐷 = 1 − 𝑐𝑜𝑠 (𝑅(𝑔0), (𝑅(𝐺 (𝑤𝑠 )))), (11)

where𝑔0 represents the original image and𝑅 represents a pretrained
Arcface [7] network for extracting the identity features of the image.
The identity lossL𝐼𝐷 is obtained by calculating the cosine similarity
of the face identity features of the two images.

Table 2: Layer-wise Analysis of a 18-layer StyleGAN Genera-
tor.

Level Layers Attributes
coarse 0-3 face shape,hair length,nose,lip,et,al.
medium 4-7 hair color,face color,et,al.
fine 7-17 age,gender,micro features,et,al.

3.3.3 Image Loss. The image loss consists of pixel loss L𝑝𝑖𝑥𝑒𝑙

and image feature loss L𝑙𝑝𝑖𝑝𝑠 . Pixel loss refers to the fine-grained
supervision of the generated image by comparing each pixel of the
generated image with the original image 𝑔0. Feature loss refers to
the comparison of the images at the feature level, typically using a
pretrained network for feature extraction [18]. Image loss is defined
as follows:

L𝑝𝑖𝑥𝑒𝑙 = ∥𝑔0 −𝐺 (𝑤𝑠 )∥22, (12)

L𝑙𝑝𝑖𝑝𝑠 = ∥𝐹𝑉𝐺𝐺 (𝑔0) − 𝐹𝑉𝐺𝐺 (𝐺 (𝑤𝑠 ))∥22, (13)
where 𝐹𝑉𝐺𝐺 represents a pretrained VGG network for extracting
image features [18]. The total image loss is shown below:

L𝑖𝑚𝑔 = _𝑝𝑖𝑥𝑒𝑙L𝑝𝑖𝑥𝑒𝑙 + _𝑙𝑝𝑖𝑝𝑠L𝑙𝑝𝑖𝑝𝑠 , (14)
where _𝑝𝑖𝑥𝑒𝑙 , _𝑙𝑝𝑖𝑝𝑠 are the corresponding hyperparameters.

3.3.4 Fidelity Loss. After experimentation, it was found that pre-
vious research in text-guided image generation and manipulation
tended to produce some low-quality and blurred images. To address
this issue, we introduce the fidelity loss to prevent the generation
of some low-quality and blurred images. It is shown as follows:

L𝑑 = 𝜎 (𝐷 (𝑔𝑠 ))), (15)
where 𝜎 represents sigmoid function, 𝑔𝑠 represents generated im-
age, 𝐷 represents StyleGAN discriminator. We use a pretrained
discriminator 𝐷 of StyleGAN [22], which performs image fidelity
determination to prevent the model from generating blurred photos.

3.3.5 Overall Loss. In summary, in order to make the images
generated by the model realistic and semantically similar to the
corresponding text, we define the following loss function:

L = _𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐L𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 + _𝐼𝐷L𝐼𝐷 + _𝑖𝑚𝑔L𝑖𝑚𝑔 + _𝑑L𝑑 , (16)
where _𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 , _𝐼𝐷 , _𝑖𝑚𝑔, _𝑑 are the corresponding hyperparame-
ters.

4 EXPERIMENTS
4.1 Experiments Setup
4.1.1 Datasets. In order to carry out the performance of text-
guided face image generation and manipulation, we conducted our
experiments to verify the soundness and efficiency of the TextCLIP
method. We have selected the following face dataset to carry out
our experiments.

• Multi-modalCelebA-HQDataset [42]: amultimodal dataset
consists of images, descriptive text, semantic masks and
sketch,and contains 30,000 images, 24,000 images in the
training set and 6,000 images in the test set. Each image
of Multi-modal CelebA-HQ Dataset corresponds to 10 text
descriptions.
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Figure 5: Qualitative comparison of text-gudied image generation compared with the state-of-the-art methods. TextCLIP
generates more realistic and semantically similar images than previous methods.

4.1.2 Evaluation Metric. Text-guided image generation and ma-
nipulation require that the generated images are not only really
enough to be realistic but also maintain a semantic similarity to the
corresponding text. For this purpose, we have chosen the following
evaluation metric.

• Frechet Inception Distance (FID) [13]: FID represents the
distance between the feature vectors of the generated image
and the feature vectors of the real image. The closer the
distance is, the better the result of the model.FID gives us
a good indication of whether the model is generating the
exact data we desired.

• R-Precision [45]: another important property of text-guided
image generation andmanipulation is semantic similarity.we
use R-Precision which evaluates the top-1 retrieval accuracy
as the major evaluation metric in an image The higher the
value of R-Precision, the higher the semantic similarity.

• Learned Perceptual Image Patch Similarity(LPIPS) [49]:
to further evaluate the similarity of the generated image
and the original image, we use LPIPS, which is a metric that
learns the inverse of the generated image and the real image.
A lower value of LPIPS indicates that the two images are
more similar.

• Identity similarity(IDS) [15]: for text-guided image ma-
nipulation, we want the modified face image to be identity
consistent with the original image, so we use IDS to evaluate
this performance. IDS denotes identity similarity before and
after editing calculated by Curricularface. The higher the
IDS, the better the identity similarity.

User study: we also conducted a user study. 10 users from different
backgrounds were selected and a user study was conducted by
randomly generating 50 images under the same textual conditions.

Table 3: Quantitative Comparison of Text-Guided Image Gen-
eration on the Multi-modal CelebA-HQ dataset.

Method FID↓ R-Precision↑ LPIPS↓
AttnGAN [45] 125.98 0.232 0.512

ControlGAN [23] 116.32 0.286 0.522
DFGAN [36] 137.60 0.343 0.581
DM-GAN [54] 131.05 0.313 0.544
TediGAN [42] 106.37 0.188 0.456

TextCLIP (ours) 88.27 0.384 0.396

User request to rank images generated by different models under
the same conditions. The user study consisted of the following
aspects:

• Image realism: to evaluate whether the generated images
are realistic.

• Semantic similarity: for the image generation task, seman-
tic similarity refers to whether the generated image is seman-
tically consistent with the corresponding text; for the image
manipulation task, semantic similarity refers to whether the
model modifies the input image according to the specified
text.

4.2 Results on Text-Guided Image Generation
4.2.1 Quantitative Results. As shown in Table 3, on the Multi-
Modal CelebA-HQ Dataset [42], we compared the three metrics FID,
LPIPS, R-precision with previous works. Based on the powerful
image generation capability of StyleGAN [22] and the powerful
image text representation capability of CLIP [28], our proposed
TextCLIP surpasses the previous state-of-the-art approachs. Our
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Figure 6: Qualitative comparison of text-guided image manipulation compared with the state-the-of-art methods. TextCLIP
accomplishes more accurate semantic editing against the original image than previous methods.

Table 4: User Study on Multi-modal CelebA-HQ dataset. Acc.
denotes semantic similarity and Real. denotes image realism.

Method Acc. (%)↑ Real.(%)↑
AttnGAN [45] 18.6 12.8

ControlGAN [23] 19.7 13.9
DM-GAN [54] 21.1 16.3
TediGAN [42] 17.8 22.3

TextCLIP (ours) 27.8 39.7

proposed level-channel mapper can map textual information to
the latent space W+ of StyleGAN well and achieve high-quality
image generation. At the same time, the loss function we designed
can ensure generate the clearest possible images while ensuring
semantic alignment. As shown in Table 4, user research shows that
our approach outperforms the previous state-of-the-art approaches
in terms of image realism and semantic similarity.

4.2.2 Qualitative Results. As shown in Figure 5, we compare
qualitatively with the previous state-of-the-art methods. The com-
parison shows that our generated images have higher semantic
similarity and image fidelity. In terms of semantic similarity, we use
the semantic loss for supervision and exploit the powerful cross-
modal text-image representation capability of the CLIP model to

Table 5: Quantitative Comparison and User Study of Text-
Guided Image Manipulation on the Multi-modal CelebA-HQ
Dataset. Acc. denotes semantic similarity and Real. denotes
image realism.

Method IDS↑ LPIPS ↓ Acc.(%)↑ Real.(%)↑
TediGAN [42] 0.18 0.45 10.8 12.4
StyleCLIP [26] 0.76 0.42 38.9 40.1

TextCLIP (ours) 0.84 0.39 50.3 47.5

achieve higher cross-modal semantic alignment compared to other
methods. In terms of image fidelity, we generated more realistic and
realistic, higher resolution images. Unlike previous studies, we in-
troduced an image fidelity loss to ensure that the generated images
are realistic enough, taking into account the model’s overfitting
to semantic loss. Also based on the powerful generative power of
StyleGAN, images with a resolution of 1024 × 1024 were generated.
While AttnGAN [45] and ControlGAN [23] only can generate lower
resolution images and TediGAN [42] sometimes generates some
blurred images. Take the sentence "She has a pointy nose with her
mouth closed" as an example, the focus is on "she", "pointy nose"
and "mouth closed".Our generated images are highly semantically
aligned with these three features; whereas TediGAN generated



images with mouths not closed, AttnGAN and ControlGAN gen-
erated somewhat blurred and low reslution images.As shown in
Figure 2,for the same text, our method generates several different
images, which demonstrates the diversity of our text-guided image
generation methods.

4.3 Results on Text-Guided Image Manipulation
4.3.1 Quantitative Results. As shown in Table 5, we compared
with the previous TediGAN [42], StyleCLIP [26]. Instead of using
FID to evaluate text-guided imagemanipulation as in previousmeth-
ods, we use IDS to evaluate whether the identity information is well
preserved before and after the image is semantically modified,and
use LPIPS to determine whether some semantically irrelevant im-
age regions are preserved. And we conduct user study to determine
the goodness of the model. The experiments show that, in contrast
to previous methods, our proposed TextCLIP does a good job of se-
mantically editing relevant image regions and partially preserving
irrelevant image regions.

4.3.2 Qualitative Results. As shown in Figure 6, we compare it
with the previous TediGAN [42], StyleCLIP [26]. Our method does a
good job of modifying the semantically relevant parts according to
the specified text, while not modifying the semantically irrelevant
parts. In all six examples, TediGAN does not generate semantically
relevant images well, while StyleCLIP produces similar results to
our method, but the images produced by our method are more
relevant to the given text while retaining the semantically irrelevant
image regions well. This is not only because our designed level-
channel mapper accurately maps the initial latent code according to
the conditions of corresponding text, but also because our designed
loss functions, including identity loss and semantic loss, accurately
modify the images, preserving semantically irrelevant regions of
the images such as face identity well.

5 ABLATION STUDY
5.1 Ablation Study On Loss Functions
As shown in Table 6, we designed a loss function that helps to
improve the performance of the text-guided image generation and
manipulation tasks. The semantic loss function makes the gener-
ated images semantically consistent with the given text, which
takes advantage of CLIP [28] strong image-text representation ca-
pability. The identity loss function, especially on text-guided image
manipulation tasks, allows for the good preservation of identity
information of face images. The image loss function and the fidelity
function allow the generated image to be close to the original image
while being more realistic.

5.2 Ablation Study On Network Structures
As shown in Table 7, the level-channel mapper demonstrates a
powerful performance combined with StyleGAN [22] and CLIP
[28]. The level mapper helps to extract features in a hierarchical
manner, and the channel mapper enables finer control of text-based
conditions at a finer granularity. The experimental results show
that the level-channel mapper formed by the combination of level
mapper and channel mapper has excellent performance.

Table 6: Ablation StudyOn Loss Function. Gen. denotes image
generation, Man. denotes image manipulation.

Method Gen. Man.
FID↓ R-precision↑ IDS↑ LPIPS↓

w/o L𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 99.93 0.143 0.11 0.46
w/o L𝐼𝐷 90.34 0.433 0.34 0.44
w/o L𝑖𝑚𝑔 94.54 0.428 0.78 0.45
w/o L𝑑 93.28 0.483 0.83 0.40
TextCLIP (ours) 88.27 0.384 0.84 0.39

Table 7: Ablation Study On Network Structure. Gen. denotes
image generation, Man. denotes image manipulation.

Method Gen. Man.
FID↓ R-precision↑ IDS↑ LPIPS↓

w/o Level Mapper 92.46 0.448 0.81 0.48
w/o Channel Mapper 100.22 0.396 0.78 0.42
TextCLIP (ours) 88.27 0.384 0.84 0.39

6 LIMITATIONS
After analysis we believe there are several limitations:

• TextCLIP is only done for specific face domains now, in
the future we hope to extend this method to other domains
such as flowers, birds, etc. In order to verify the superiority
of the performance of our method on the flower and bird
domains, we need to pre-train StyleGAN on the relevant
flower and bird datasets. The StyleGAN pre-trained on the
flower and bird dataset can generate high resultion flower
and bird pictures, which is our next step in the future.

• Since TextCLIP is based on StyleGAN [22] and CLIP [28],
the problems that arise in CLIP and StyleGAN itself will also
arise in TextCLIP. For example, some attributes, such as hats
and earrings, are not well represented in the latent space of
StyleGAN so we do not get the desired results. In addition,
CLIP is at risk of being attacked.

7 CONCLUSION
Based on the powerful image generation capabilities of StyleGAN
and the image text alignment capabilities of Contrastive Language-
Image Pre-training(CLIP), we propose a new approach that pro-
vides a unified framework for text-guided image generation and
manipulation, does not require adversarial training, and can ac-
cept open-world texts . Extended experiments on the Multi-modal
CelebA-HQ dataset demonstrate that our approach outperforms
previous state-of-the-art methods in both text-guided image gener-
ation tasks and text-guided image manipulation tasks. In the future,
we hope that TextCLIP will not be limited to the face domain, but
will be extended to other domains such as flowers, birds, etc. In ad-
dition, for text-guided image manipulation tasks, we would like to
explore a unified approach which does not need to go through the
process of training different models for different classes of textual
conditions, using only one model to complete the task.
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